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Abstract— Learning-based methods have proven useful at
generating complex motions for robots, including humanoids.
Reinforcement learning (RL) has been used to learn locomotion
policies, some of which leverage a periodic reward formulation.
This work extends the periodic reward formulation of locomo-
tion to skateboarding for the REEM-C robot. Brax/MJX is used
to implement the RL problem to achieve fast training. Initial
results in simulation are presented with hardware experiments
in progress.

I. INTRODUCTION

Humanoid robots have been gaining popularity recently due
to the advantage of having general-purpose robots that can
operate in human-like environments to fill in labor shortages
for undesirable tasks. For any application, the core skills
required to interact and move about the environment involve
manipulation and locomotion. Advances in machine learning
have lead to the successful use of learning-based techniques,
including reinforcement learning (RL), for learning these
core skills. Many works have shown that bipedal walking
can be learned for robust and stable walking on real robots
making learning-based approaches appealing for generat-
ing complex motions for humanoids [I]-[3]. Due to the
periodic nature of walking, periodic reward formulations,
as originally suggested by Siekmann et al. [4], have been
a popular way to learn bipedal walking as it allows for
easily describing contact and flight phases of walking to
produce a symmetrical gait. This periodic reward formulation
proved crucial for humanoid robots that have large, heavy
limbs like HRP-5P from Singh et al. 2022, 2023 [3], [5].
Recently, a periodic reward formulation that leveraged the
Brax RL algorithms [6] with MJX [7], the XLA version of
the MulJoCo simulator [8], was used to train the REEM-
C humanoid robot to perform joystick walking in under
1 hour. Similarly to Issac Gym which has proven to be
powerful for reinforcement learning problems like quadruped
walking [9], Brax and MJX allow for massively parallel
training with some benchmarks suggesting better training
performance [10]. Periodic reward formulations allow for
flexible description of repetitive gait cycles, leading to the
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Fig. 1: REEM-C on skateboard (left), skateboard (right).
possibility of other periodic gait motions like skipping or
hopping [4].

Skateboarding is a complex bipedal task that involves
using one foot to push on the ground while the other foot is
on the skateboard to propel forward, while also balancing
side to side to maintain a straight trajectory. Previously,
the small hybrid bipedal, drone robot LEONARDO was
shown to skateboard by using its propellers to push itself
rather than using its feet while leaning side to side to turn
[11]. Another work demonstrated a skating like motion with
HRP-2 using a skateboard-like device that does not involve
lateral balance (a board with fixed wheels) and a kick board
that has a handle [12]. However, skateboarding for a full
size humanoid robot on a real skateboard has yet to be
achieved. This work explores the possibility of leveraging
RL with a periodic reward formulation for the cyclic motion
of skateboarding on the REEM-C robot as an extension of
the walking formulation of Thibault el. al [13].

II. METHOD
A. REEM-C Robot and Simulation Environment

The goal of learning joystick-style velocity skateboarding in-
volves the actuated REEM-C robot and a passive skateboard.
The REEM-C robot is a full-size humanoid robot with 30
degrees of freedom (DoF): two 6 DOF legs, two 7 DoF arms,
a 2 DoF torso and a 2 DoF head. Similarly to Thibault et al.
2024 [13], only the 12 DoF for the legs are actuated with
the other joints held fixed to simplify the learning problem.
The initial position of the REEM-C on the skateboard and
the model of the skateboard can be seen in Figure 1 where
the right foot is on the deck of the skateboard and the left
is on the ground. The skateboard has four passive wheels
that are attached to the board, known as the deck, by two
passive trucks. The trucks are used to hold the wheels while
attached to the board so that when leaning more towards one



edge of the deck, the trucks flex to turn the wheels and in turn
the board in the direction of the leaning. Both the REEM-C
robot and skateboard are modelled with complete dynamics
with floating bases in the MJX simulator. The contacts of
the feet with the deck and ground are unilateral as are the
contacts of the wheels with the ground. For theses contacts,
increased friction is applied for the contact of the right foot
with the deck to simulate the effect of the grip tape that
is normally on the top surface of the deck. With respect to
the trucks, a stiffness was added to the joint to replicate the
spring-like effect of trucks to remain centered when there is
little leaning, but turned when leaning.

B. RL Problem Formulation

This problem formulation is a direct extension of Thibault
et al. [13], thereby leveraging the same action space, ob-
servation space and rewards with a few exceptions. With a
periodic reward formulation, contact and flight phase rewards
are used to describe the behaviour of the feet for a cyclic
motion. In this case, a single foot repeated pushing motion
is formulated where the right foot remains on the skateboard
and the left foot pushes on the ground then lifts repeatedly.
For this pushing motion the command velocity that the
robot’s center of mass and the skateboard deck will attempt
to track is limited to the forward direction only: (x, y, ¥) =
([0.0, 1.0]m/s, 0.0 m/s, 0.0 rad/s). The observation space is
augmented with information about the skateboard including
the 3 dimensional deck position and the 6 dimensional
deck linear and angular velocity. Given the periodic reward
formulation, the indicator function for gait phases is defined
with a 0.75 s double support phase and a 1.0 s single support
phase with the left foot in swing and the right foot on the
skateboard. The exact same reward formulation and weights
are sufficient to learn the skateboarding problem; however,
the following rewards are added for faster learning along
with improved behaviour for the deck’s motion and the right
foot to deck contact:

o Deck linear velocity tracking reward: This reward tracks

the target linear velocity for the deck.

i = e~ 1Pey input—vey,deck|13 /0

where vgy inpue 18 the XY command velocity, vy deck
is the XY deck velocity and o is a scaling factor.

o Deck angular velocity tracking reward: This reward
tracks the target angular velocity for the deck.
ro = e—(wz,mput—wz,deck)z/a
where w; jppys 1s the command angular velocity, w; deck
is the deck velocity and o is a scaling factor.

o Deck foot world velocity reward: This is an additional
reward for the right foot to move while in contact.

73 = [[Urignt|[3
where v;.;45,; is the velocity of the right foot.

o Foot slip with respect to deck penalty: This reward
penalizes translation of the right foot on the deck to
keep the foot centered on the deck.

T4 = Hvzy,deck - Ua:y,right”%
where vy geck 15 the XY velocity of the deck and
Ugy,right 18 the XY velocity of the right foot.

« Foot rotation with respect to deck penalty: This reward
penalizes roll and pitch velocities of the right foot on
the deck to keep the foot contact flat.

s = ery,deck - wzy,right| |§

where wzy gecr 1s the roll and pitch angular velocities
of the deck and wyy rign¢ is the roll and pitch angular
velocities of the right foot.

III. RESULTS

The RL training was set up with Brax and MIJX for
highly parallel training with 8192 parallel environments for
200,000,000 training steps using PPO similarly to Thibault
et al. [13]. This RL training pipeline was selected as it
allows for fast wall clock training times, while leveraging the
simulation behaviour of MuJoCo. A skateboarding motion
sequence can be seen in Figure 2.

Fig. 2: REEM-C skateboarding forward at 0.4 m/s
In the simulation results, it can be seen that the left foot is

used to push along the ground until the foot nears the back
wheels of the skateboard then it is lifted and placed near the
front wheels of the skateboard to perform the next push. The
right foot remains flat and centered on the deck during the
pushing motion. An interesting emergent behaviour occurs
with the unactuated upper body during the push phase of the
motion. The upper body leans forward to maintain balance
while the robot pushes itself forward similar to the way a
human would skateboard. The overall motion achieved is
smooth and balanced with little turning.

IV. CONCLUSION

In this work, initial results for a humanoid skateboarding RL
policy based on a periodic reward formulation was shown for
the REEM-C robot. This work extends Thibault et al. [13]
through a new gait cycle and added rewards for improved
skateboarding performance while leveraging the fast, mas-
sively parallel training approach with Brax/MJX. On going
work involves transferring the learned skateboarding abilities
to the real REEM-C robot. Additionally, the skateboarding
abilities are being extend to include a glide phase with both
feet on the skateboard and the ability to turn.
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